
Smal l  Language Mode ls  (SLMs)  have recent ly  shown st rong per formance in  domain-spec i f ic  NLP tasks  whi le  a lso be ing more resource-ef f ic ient  than 
Large Language Mode ls  (LLMs) .  However ,  due to  dataset  var iab i l i t y ,  they of ten requ i re  f inetun ing to  meet  task-spec i f ic  per formance needs .  Data  
annotat ion is  one of  the most  t ime-consuming and cost ly  aspects  of  th is  process [ 1 ] ,  [2 ] ,  espec ia l l y  in  f ie lds  l i ke  c l in ica l  patho logy where data  
ava i lab i l i t y  is  l im i ted [3 ] .  Whi le  BERT-based mode ls ’  conf idence scores have been used to  ident i fy  mode l  weaknesses [4 ] ,  the i r  use in  gu id ing f inetun ing 
remains  underexp lored .  We propose M ode l led I te rat ive  C onf idence based S ample S e lect ion (MICS2) ,  a  human- in-the- loop approach that  leverages 
B ioBERT-generated conf idence scores [5 ]  to  curate  t ra in ing data  based on the mode l ’s  ab i l i t y  to  hand le  spec i f ic  c l in ica l  quest ions or features .  MICS2

a l igns wi th  act ive  learn ing and uncer ta in ty  sampl ing s t rateg ies  used in  CNN t ra in ing [6] .

• Deve lop MICS2 method leverag ing B ioBERT’s conf idence scor ing to  opt imize dataset  se lect ion for  f inetun ing .
• Eva luate  the accuracy of  a  MICS2 der ived t ra in ing dataset  on an independent  test  set ,  compar ing i t  w i th  random sampl ing and bu lk ( "en masse" )  

f inetun ing approaches .
• Ana lyze computat iona l  costs  for  each s t rategy and assess the impact  of  mode l- led se lect ion on overa l l  e f f ic iency .
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• The mode l  t ra ined on the compounded MICS2 dataset  was eva luated 
aga inst  each of  the independent  test  sets ,  ach iev ing an average 
accuracy of  98 .46% [95% CI  =  0 .5%] and requ i red an average of  76 .43 
(±43.59)  t ra in ing examples  per  c l in ica l  feature .

• I n  compar ison ,  an en masse approach that  took a l l  annotated data  that  
was not  par t i t ioned in to  the independent  test  sets  and used that  for  
f inetun ing (242 .63 ±  89 .79 t ra in ing examples  per  feature)  resu l ted in  a  
mode l  w i th  95 .46% average accuracy [95% CI  =  1 .6%] .  Th is  took an 
average of  13 . 15  (±  19 .25)  i te rat ions per  permutat ion .

• The poorest  per formance was assoc iated wi th  a  random sampl ing 
approach .  Th is  took the same number  of  samples  as  was used in  MICS2 

(76 .43 ±43.59 samples  per  feature)  but  randomly  sampled them f rom the 
remain ing data  not  used in  the test  sets .  Th is  led to  an Accuracy of  
92 .29%,  [95% CI  =  1 .9 1%] .  

• MICS2 took s ign i f icant ly  longer  to  run (~32 hrs  and 34 mins  for  a l l  c l in ica l  
features)  compared to  the en masse (~20 mins  for  a l l  features)  or  random 
sampl ing (~29 mins  for  a l l  features)  approaches .

• MICS2 s  s ign i f icant ly  longer  run t ime is  due to  the i te rat ive  nature  of  the 
data  sampl ing ,  and the requ i rement  to  ret ra in  the mode l  for  each 

i te rat ion which increases in  length wi th  each i te rat ion due to  the 
increas ing f inetun ing set  s ize .

Objectives

• MICS2 produced by the BioBERT model to aid dataset curation helps to generate models 
with higher accuracy despite smaller training sets.

• Model performance is not directly linked to larger finetuning dataset sizes, as 
demonstrated by the poorer performance shown by the en masse approach.

• Equally, model performance does not peak with a certain dataset size as demonstrated 
by the random sampling approach using the same finetuning set size as MICS2

• Using MICS2 is significantly more time consuming and therefore more costly to run but 
allows for curation of smaller finetuning sets without compromising model performance, 
which is ideal when data is limited.

Fig. 3 (right) – Accuracy of MICS2 against the 
independent test set for each of the clinical 
features, with the average accuracy across all 
features displayed with the dashed line
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• 9562 anonymised annotated f ree text  patho logy repor ts ,  wr i t ten in  
Eng l ish ,  cover ing 28 c l in ica l  features  were annotated mean = 350.8 ±  
83 .4  repor ts  per  c l in ica l  feature)  .  A  breakdown of  each of  the covered 
features  can be found in  the bar  p lot  in  the R e s u l t s  sect ion .

• S c a n  t h e  Q R  c o d e  for  an an imated overv iew of  the M e t h o d s  deta i led 
be low.

• For  each c l in ica l  feature ,  the in i t ia l  dataset  is  sp l i t ,  w i th  50 repor ts  w i th  a  
pos i t i ve ly  ident i f iab le  answer  (P I )  to  the quest ion “what  is  the s tatus  of  
{ feature}?”  and 50 wi th  an imposs ib le  to  determine answer  ( IA )  
par t i t ioned as  an independent  test  set .

• 5 permutat ions of  the remain ing data  for  each feature  are  then sp l i t  in to  
subsets .  1 )  a  permutat ion test  set  w i th  25 each of  P I  and IA .  2 )  a  
va l idat ion set  w i th  25 each of  P I  and IA ,  and the remain ing reserve set  
w i th  a l l  remain ing annotated data .   

• The data is  run through a  two-stage quest ion answer ing/c lass i f icat ion 
process [7 ]  to  ext ract  and c lass i fy  the B ioBERT mode l ’s  answer .  The 
conf idence scores f rom the quest ion answer ing are  used to  then c lass i fy  
the resu l ts  and ident i fy  those the mode l  per formed worst  on .

• The worst  answers  f rom the va l idat ion set  are  added to  the t ra in ing set ,  
the mode l  is  t ra ined ,  the t ra ined mode l  is  run over  the data ,  and the 
cyc le  repeats .  Th is  is  repeated unt i l  the mode l  reaches an accuracy of  
96% on the permutat ion test  set  .

• The f ina l  t ra in ing set  is  then generated by concatenat ing the 5  
permutat ion sets .  A  B ioBERT mode l  is  t ra ined wi th  th is  set ,  and eva luated 

aga inst  a  s imi la r  mode l  t ra ined us ing the en masse approach (a l l  data  
not  used in  the independent  test  set )  or  the random sampl ing approach 
( randomly  sampl ing each feature  based on the number  of  t ra in ing 
samples  requ i red for  the 

• MISC2 method) .
• The eva luat ion was run on an AWS g6.2x la rge instance ,  ut i l i s ing a  
 NVID IA L4 GPU wi th  24 GiB of  v ideo memory

Fig. 2 (left) – Accuracy of MICS2 (left, orange) compared with 
training a model with all remaining data (middle, blue), and 
randomly sampling the remaining data based off the 
number of training samples used in the MICS2 training set 
(right, green)

F igu re  1  -  D iag ram showing  how the  g round  t ru th  da tase t  (da rk  b lue )  i s  
pa r t i t i oned  i n  sec t ion  A ,  w i th  the  i ndependent  tes t  se t  shown in  wh i te ,  and  
the  da ta  fo r  each  permuta t ion  i n  o range  (permuta t ion  tes t  se t ) ,  g reen  ( i n i t i a l  
pe rmuta t ion  va l i da t ion  se t )  and  b lue  (pe rmuta t ion  rese rve  se t ) .  Sec t ion  B  
shows  the  f l ow o f  repor t s  f rom the  va l i da t ion  to  t ra i n i ng  se t ,  and  f rom 
reserve  to  va l i da t ion  se t  be tween  each  i t e ra t ion .  C  shows  the  f i na l  
cons t ruc t ion  o f  the  tes t  se t  f rom a l l  pe rmuta t ions ,  t he  rese rve  se t ,  and  the  
i ndependent  tes t  se t .
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